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EDUCATION 

2013 - 2017 PhD in Computer Science, LIMSI-CNRS, France and Cochrane 
France.  Advisors:  Prof.  François Yvon, Associate Prof.  Aurélien 
Max. 

 
EXPERIENCE 

Oct. 2020 - present Imperial  College  London,  Data Science Institute, Research Fellow 
in Natural Language Processing, Managed by Prof. Yike Guo  

Dec. 2019 – Oct. 2020 Imperial  College  London,  Department of Computing, Research 
Associate in Multimodal Machine Learning, Managed by Prof. Lucia 
Specia  

Nov. 2018 – Dec. 2019 University of Sheffield, Department of Computer Science, Research 
Associate in Quality Estimation for Machine Translation, Managed by 
Prof. Lucia Specia 

Dec. 2017 – Nov. 2018 King’s College London,  Institute of Psychiatry,  Psychology & 
Neuroscience, Research Associate for Biomedical Natural Language 
Processing, Managed by Prof. Robert Stewart 

RESEARCH GRANTS 

2018-2019 EPSRC Healtex Award, Towards shareable data in clinical NLP: 
Generating synthetic electronic health records'', PI 

 
ORGANISATION OF EVENTS 

Nov. 2019 Workshop on Medical Text Generation, Creating artificial medical 
records from real ones: are they safe for research?, King's College 
London 
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